
Interpolation vs regression

 Interpolation: find a continuous 

function that passes through all 

the data points (“join the dots”)

 Typical use: change sampling, 

resolution

 Formula of the fitting function is not 

interesting

 Fitting, regression: find the best 

parameters of a known model 

function, that is closest to data 

points

 Typical use: find parameters of a 

physical model

 Sometimes the model is just 

approximation



Interpolation

 Lagrange’s formula

 Polynomial goes through all points



Interpolation

 Cubic spline:

 Local: low order polynomial through neighboring

points 

 Local interpolators join smoothly to each other

 Bi-cubic spline for 2D



Least Squares and 

Maximum Likelihood
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Goal

 Find a MODEL for measurement/simulation

data, that:
 Fits some theory

 Reproduce measurement data

 Can be parametrized

 Parameters may have „physical” meaning
 Displacement/time diagram – linear fit – slope: speed



Example: linear motion: speed

s = s0 + v*ts

t

s0

v



Errors

 Measurements contain errors (in each

variables!)
 noise, inaccuracy

 Systematic errors

 outliers

 Hence: the calculated parameters will have

errors, too



Least square fit

 Given: (xi,yi); i=1..N measurement

points. Fit some function : 

 y(x)=y(x;a1,a2,…,aM) 

aj parameters, j=1..M

 Least square fit:

 Take derivatives by a1,a2,…,aM -> set of 

linear equations (!! Also for some nonlin func.)
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Least squares
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Why not least absolute values, 

fourth powers, etc?
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Least distances?
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Why least squares?

 Maximum likelihood estimation

 Least quare gives best parameters, if :

 Errors only in yi

 Errors are normal (Gauss) distributed

 Errors are independent



Cost function

Change parameters: calculate goodnesss

t

Find optimal parameters,

with largest goodness / smallest „cost/energy”



Maximum likelihood explained



Cost function

„distance

of model

and points”

vv*

Finding minimum: in general leads to a 

nonlinear optimization problem

In special case:

linear set of 

equations



Maximum likelihood

Find parameters where P is maximal. 

The log() func. is monotonuous, so find maximum of log(P),

or minimum of –log(P)

-log(P)=

This is Least Squares!



Note 
 Regression of a nonlinear function with linear parameters still leads to 

linear problem (Numerical Recipes 15.4)





Complex example: cosmology
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